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Objective 
 
From the research on communication security one learns that, although redundancy has 
been utilized to achieve reliability, if the errors are caused maliciously the use of 
redundancy does not necessarily work.  The goal is to adapt the lessons from the research 
on communication security to study when redundancy can and cannot be used to achieve 
survivability. 
 

Approach 
 
Redundancy has been used to achieve reliability in the context of fault tolerant 
computation, reliable communication and reliable networks.  While reliability is solely 
concerned with accidental errors, survivability must also deal with malicious faults. 
 
One can distinguish two types of malicious errors.  In the first one, the faults are 
independent, while in the second they are dependent.  Examples are now given to 
illustrate when these assumptions may be realistic in the context of protecting the 
survivability of computer systems.  Suppose that the redundant hardware, algorithms and 
software used have been developed independently.  Then the opponents likely need to 
develop independent attacks for many of these subsystems to be successful (except if a 
platform independent attack can be mounted).  If, on the other hand, the same software 
has been replicated, a fault will be duplicated, which implies that the faults are 
dependent. 
 
Now, when the malicious errors are independent it is reasonable to assume that when 
dealing with an attack with limited resources, the number of faults are limited.  However, 
such an assumption makes no sense when the faults are strongly dependent (for example 
when the same faulty software has been replicated). 
 
In the context of communication security, redundancy helps when dealing with a limited 
number of independent faults (using error-correcting codes), but the use of error-
detection (or error-correcting) codes does not help when dealing with unlimited 
dependent errors.  However, the use of authentication mechanisms allows one to detect 
the existence of an unlimited number of malicious faults.  One should note that the work 
of Seberry and Safavi-Naini (see reference 1) has demonstrated that some authentication 
methods are nothing else than wrapped error-detection codes.  The open problem whether 
and when redundancy helps to achieve survivability can, based on this analogy, be split 
into two subquestions depending whether the faults are dependent or not. 
 
To answer the first subquestion - whether and when redundancy helps to achieve 
reliability when the faults (including Byzantine ones) are independent - several 
mathematical models have been developed.  A directed multigraph based model and a 
monotone graph based model have been analyzed (see Accomplishments for details). 
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When viewing the input to the computation as the “sender” and the final output as a 
“receiver”, one can link the problem of survivable computing with network security.  
Multiple-(vertex)-connected graphs have been used to achieve network reliability, for 
example.  However, the algorithms developed in this context assume that all vertices 
(servers) know the graph, which is unrealistic in the scenario of wrapped servers.  So, 
algorithms, if possible, to deal with the case the servers do not know this graph are being 
developed.  One has already proven that these algorithms cannot be extended to a 
directed multi-graph case (see Accomplishments for details). 
 
A main part of the second subquestion is whether replicated computation, possibly faulty, 
can be wrapped in such a way that one can detect an unlimited number of dependent 
faults.  It is known that this is possible in the communication security context, using 
authentication methods.  (This problem was to be studied during the third year of the 
project, in the context of a very general study on the impact of redundancy to achieve 
survivability in a malicious environment. 
 

Accomplishments 
 

Accomplishment 1 
 
Modeling a scenario is which the adversary is malicious should allow for a dynamic 
topology in which changes in the system may take place without the (non-faulty) 
processors being aware of it.  It should also allow for the most general type of processor 
which could represent a simple gate, a software package, or a powerful computer.  So 
memory and the ability to perform complicated operations must be allowed for.  The 
model should also describe the structure of the system at the appropriate level of 
abstraction: it must distinguish those aspects which are relevant to the computation and 
abstract out those aspects which are not essential.  Such a model should offer the 
maximum flexibility to the designer.  Previous models based on the traditional setting of 
computation theory are not suitable of our purpose. 
 
Based on our analysis of redundant computation systems with multiple inputs, several 
models have been introduced and analyzed.  Specifically, two models for independent 
faults were introduced: A directed multi-graph with colored edges model and a monotone 
graph model, and two models for dependent faults: A monotone graph with colored 
vertices and a monotone graph with partial orders on the colors of the vertices.  More 
details have been given in the published paper. 
 
A directed multi-graph with colored edges model:  A redundant computation system 
can be modeled by a directed multi-graph with colored edges.  There is at least one input 
vertex and one output vertex.  One assumes that there is at most one edge of any given 
color which joins distinct vertices.  There are several possible applications for this model.  
For example, processors whose inputs have the same color need only use one input (when 
there are no faults).  If the colors are different then the processor must use one input for 
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each of the input colors, to carry out its computation (or whatever it is supposed to do).  
For example, the processors of the aviation control system need data from several sources 
such as the airplane’s speed, position, and the processor can decide the airplane’s speed 
by data from any one of the speed sensors, etc.  Of course, this is only one of many 
possible applications. 
 
A monotone graph model:  A monotone graph is defined to be a directed graph with 
two types of vertices, labeled and-vertices and or-vertices.  The graph must have at least 
one input (source) vertex and one output (sink) vertex.  Input vertices may be regarded as 
and-vertices. 
 
A monotone graph with colored vertices:  A computation redundant system with 
dependent faults can be modeled by a monotone graph with colored vertices.  The main 
advantage of monotone graphs with color vertices is that it models the dependent faults in 
an appropriate level and it is a more powerful mathematical tool for the study of 
dependent faults.  There are several possible applications for this model.  For example, 
the processors with the same standards could be marked with the same color and all 
computers which run Windows 95 could be marked with another color.  And when a 
vertex fails, then all vertices with the same color will have the same failure probability.   
 
A monotone graph with partial orders on the colors of the vertices:  The monotone 
graphs with colored vertices reflect the dependent faults in a natural way.  This model 
however does not focus on the faults which are weakly dependent on one another and 
therefore it does not describe some of the finer aspects of dependent faults.  In this model 
one identifies different types of vertices by a color.  A color could correspond with an 
operating system, or with the microprocessor used, etc.  This operating system could be 
replicated and different replications correspond to different vertices in the model.  In 
many instances there is a hierarchy on the type of failures.  For example, if the hardware 
of a computer has a design flaw, all operating systems that require that hardware may 
also fail.  Also, if the operating system fails all application programs requiring that 
operating system will fail.  So one has an hierarchy of types of vertices.  This additional 
aspect can (more generally) be expressed by using a partial ordering on the colors.  So, 
such a redundant computation system can be modeled by a monotone graph with colored 
vertices which in addition has a partial order on the colors. 
 

Accomplishment 2 
 
The monotone graph model has been used to compare the design of reliable systems in 
computations with one type of input versus the case with multiple inputs.  While there is 
a polynomial time algorithm for finding vertex disjoint paths in networks, our work 
shows that the equivalent problem in computation with multiple inputs is NP-hard.  
Whence dependable computation with multiple inputs is NP-hard.  It follows that the 
general case redundancy may not help to achieve survivability assuming that P is not 
equal to NP. 
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Accomplishment 3 
 
Byzantine type of attacks in the case the graph is unknown have been described in the 
proposal.  The goal of this research is to study when these can be prevented.  One 
assumes that the redundant computation can be modeled by a network. 
 
In the case the sender knows the network, but the receiver does not, the attacks can easily 
be prevented.  The sender basically sends (together with the message and other data) via 
all paths used the following pair of information: (description of the graph, the paths 
used).  This result was recently published in Electronics Letters (see ref 2). 
 
In the case each node has a public key and an edge in the unknown graph corresponds 
with a certificate of the public key the Byzantine type of attacks described in the proposal 
can also be prevented.  An efficient algorithm has been described when the graph is 
5/2k+1 connected, where k is the number of faulty nodes (when the graph is only 2k+1 
connected an exponential time algorithm has also been found).  Several measures are 
needed to prevent the attack to succeed.  One of those is to prevent a malicious node to 
claim that non-existing nodes exit.  This gives the impression that the graph is much 
larger than in reality.  Round Robin was used to slow down the faulty processors to 
achieve this subgoal.  The details of the algorithm are described in a submitted paper.  
This part of the research has also an impact on network security. 
 

Accomplishment 4 
 
In traditional reliability and survivability, used in reliable network design for example, 
one has the following result.  If the adversary can destroy k vertices, one needs at least 
k+1 vertices to obtain the desired output.  Our result shows that in multi-input reliability, 
it is possible to protect against an adversary who can destroy ck vertices (c a constant) 
while having only a redundancy factor of k (see List of submitted publications). 
 
There are other potential applications of the models discussed under Accomplishment 1.  
For example, these models may be used to identify the most critical tasks in redundant 
computations and to allocate the available resources to the most critical tasks.  These 
models may also be used to analyze the flows in computation systems with multiple 
inputs and may eventually be used to analyze the performance of a manufacturing 
system. 
 

Conclusion 
 
At the time when their research and its impact on fault-tolerant computations was being 
planned, the funding and the period of performance for the grant were reduced.  
Curtailing the future funding and schedule of both, resulted in this research ending 
prematurely.  
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